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Abstract- The importance of social network applications on 
mobile devices is becoming more popular. The mobile 
presence service is a vital component in social network 
through which it handles every mobile user information, such 
as the network address, present status and GPS location, and 
also updates the user online buddies with the information 
frequently. When plenty updates occur continuously more 
number of messages are sent to the servers, this may lead to 
scalability problem in large scale mobile presence services. To 
address this, we use a server architecture known as 
PresenceCloud, which supports large scale social network 
applications. In day to day life, the number of mobile users of 
social network applications is increasing rapidly, due to this 
the response time from the server may be decreased by 
getting more requests from the mobile users. In our proposed 
method we are introducing an algorithm for Load balancing, 
which allocate the work to the clusters of presence server. The 
load balancing algorithm is Transaction-Least-Work-
Left(TLWL), used to allocate work to least values of the 
servers. This algorithm reduces the response time by 
distributing the requests to all other servers.  

Keywords- Distributed Presence servers, cloud computing, 
social networks, load balancing, mobile presence services 

I. INTRODUCTION 

Social network applications are rapidly growing and 
increasing numbers of people to communicate and share 
information on the Internet. At the same time the mobile 
devices are also becoming more powerful and offering 
high speed internet services. Due to this, users expecting 
these social network services to be accessible on their 
mobile devices. Thus, the importance of social network 
applications on mobile devices is becoming more popular. 

Because of the ubiquity of the internet, the mobile 
devices and cloud computing environments providing 
presence enabled applications. Examples of presence 
enabled applications are WhatsApp [2], Facebook [3], 
Twitter [4], Viber [5], Foursquare [6], Google Latitude [7], 
Hike [8] and Mobile Instant Messaging (MIM) [10]. Social 
network services are changing the ways on the internet in 
which users engage with their friends. To interact with 
their friends, the social network services can exploit the 
information about the status of participants. They enable 
participants to share live experiences instantly across the 
world by using wireless mobile network technologies on 
mobile devices. In the cloud computing environment, a 
mobile presence service is an important segment of social 
network services. The key functionality of a mobile 
presence service is to keep up a breakthrough rundown of 
data of all portable clients. This data incorporates insights 

around a portable client's area, action, accessibility, gadget 
capacity and inclination. In infx`ormal organization 
benefits every  client has a companion rundown or pal 
rundown , which contains the contact points of interest of 
all other versatile clients that they need to correspond with. 
At whatever point client travels from one status the other, 
the status of the portable client is consequently telecast 
every individual on the companion list. Most vicinity 
administrations use server cluster technology [9], to 
maximize search speed and minimize the time of the 
administrations. 

To backing the tremendous number of clients around 
the world, numerous web administrations has been 
conveyed in circulated situations and distributed 
computing applications. Presencecloud is an adaptable 
server to server overlay structural engineering which 
enhances the productivity of portable vicinity 
administrations and we propose burden adjusting for 
vicinity servers in Presencecloud  to impart the heap 
among all the vicinity servers. In the first place, we inspect 
the server construction modeling of existing vicinity 
benefits and present the mate rundown seek issue in 
circulated vicinity structural engineering. At t hat 
point we talk about the outline of Presencecloud, a 
versatile server building design for portable vicinity 
administrations. To encourage effective pal rundown 
looking, Presencecloud sorts out vicinity servers into 
majority based server to server construction modeling. We 
investigate execution unpredictability of Presencecloud, 
cross section based plan and DHT (Distributed Hash 
Table) based plan. Through recreations, we additionally 
analyze execution of three methodologies as far as number 
of messages created, search satisfactoin and buddy notice 
time. 

II. THE PROBLEM STATEMENT 

In this area, we portray the framework model and 
bubby list search problem. Formally, we accept the 
geologically circulated presence servers to structure a 
server to server overlay system, G = (V , E), where V is the 
situated of the presence server hubs and E is a gathering of 
requested sets of V. Every hub ni  ϵ V speaks to a vicinity 
server and a component of E is a couple  (ni ,  nj ) ϵ E with 
ni ,  nj ϵ V. The edge (ni ,  nj ) is called a friendly edge of ni  
and approaching edge of nj . Since the pair is requested, (ni 
,  nj ) ϵ E is not equal to (nj ,  ni ) ϵ E. We indicate a set of 
the versatile clients in a vicinity benefit as U = { u1, . . . . , 
ui , . . . , um }, where 1 ≤ i ≤ m and m is the quantity of 
versatile clients.  
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Definition: Buddy list Bi = { b1, b2, . . . ., bk } of client ui  ϵ 
U, is characterized as a subset of U, where  0 < k ≤ |u|. 
Moreover, B is a symmetric connection, i.e., ui ϵ Bi.  

A. Analysis of Naive Architecture of Mobile Presence 
Service 

To search for buddies of recently arrived client in a 
design, we will gave a dissection of the normal rate of 
messages produced of mobile presence services. Every 
mobile client can join and leave the presence service 
ramdomly, and every mobile client knows those clients 
specifically appended to it. The likelihood for a mobile 
client to append to a PS node can be uniform. We should 
indicate λ the normal arriving rate of mobile clients in a 
mobile presence service. We expect every PS node to have 
infinite service capacity. Subsequently, η= ψ/n is the 
average rate of mobile clients appending to a PS node, 
where n is meant the number of PS nodes in a mobile 
presence service. Let h signify the likelihood of having all 
clients in the mate rundown of ui to be connecting to the 
same PS node as ui. It is the likelihood of having no 
compelling reason to send search messages when ui 
appends to a PS node. In this way,  

k =∏ ଵ୬||  =  ݊ି|| 
The normal number of search messages produced by this 
PS node for every unit time is then  

(n-1) × (1- k) × η 

For a sensible size of set Bi (e.g., |bi|≥ 3) and n ≥100, we 
consider the normal number S of messages produced by 
the n PS nodes for every unit time, then we have  

S= n × (n - 1) × (1-k) × η 

    = n × (n - 1) × (1-k) ×  ψ/n 

                 ≅ (n - 1) × ψ 

Hence, as the number of PS nodes increase, both the 
correspondence and the communication and the total CPU 
processing overhead of presence servers also increase. At 
the point when η increases significantly, is has a real effect 
on the system overhead. To address this, we propose new 
load balancing algorithm  called Transaction-Least-Work-
Left (TLWL), used to allocate work to least values of the 
servers. This algorithm reduces the response time by 
distributing the requests to all other servers. 

III. PRESECECLOUD SERVER OVERLAY 

The construction algorithm of PresenceCloud server 
overlay organizes the PS nodes into a server to server 
overlay, which gives us a low diameter property. This 
property needs only two hops to reach any PS nodes. This 
construction algorithm of PresenceCloud maintains a PS 

list of O(√n ) for each preence server. 

A mobile client can get to the web and make an 
information association with Presencecloud by means of 
Wifi or 3g services in the mobile internet. For control 
message transmission the mobile client opens a TCP 
connection to the presence server. After establishment of 

control channel the mobile user client sends an appeal to 
the associated PS hub for buddy list searching. 

 
Fig. 1.Architecture for presence cloud 

 
Fig. 2.PresenceCloud Server Overlay 

PresenceCloud is focused on the idea of grid quorum 
system [13], where a presence server node only maintain a 

set of presence server nodes of size O(√݊ ), where where n 
is the quantity of PS hubs In this framework, every PS hub 
has a set of PS hubs, called PS list. The size of grid 

quorum is  [√݊] × [√݊]. The above fig. illustrate a sample 
of Presencecloud, in which the lattice majority is situated 
to [√9] × [√9]. In the fig. 2, the PS hub 6 has a PS list 
{3,4,5,9} and the PS hub 1 has a PS list {2,3,4,7}. In fig. 2, 
the PS rundown of hub 7 is the situated {1,4,8,9} and one 
of PS hub 6 is the situated {3,4,5,9}. PS hub 6 can achieve 
PS hub 7 by k set {4,9}, i.e., a route 6 → 4 → 7 or 6 → 9  
→7. 

IV. TRANSACTION-LEAST-WORK-LEFT ALGORITHM 

To start the explanation of this load balancing 
algorithm it should be expressed that concerning the 
mixture showed in the topology used to join presence 
servers, every presence server has a positive greatest 
number of neighbors. For example in a framework in 
which the presence servers are governed by cross mesh 
topology, every presence server has, at most, four 
neighbors. We can characterize a field for every presence 
server the measures of which would focus every one of its 
neighbor presence servers.   
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For the purpose of extra clarification, let us assume we 
call the trademark "direction". As an illustration, in a 
framework spoke to by fig. 3, for every presence server 
there are at most four neighbors; in this way "direction" in 
every presence server can procure four sums i.e. {up, 
down, left, right} or {1, 2, 3, 4}.  

 

Fig. 3. Particular measures of direction centered on the ps1 
presence server 

The idea of this process originated from the viewpoint 
that a presence server might not be idle or over-burden yet 
have both idle and over-burden presence servers 
neighboring it and can accordingly serve to relate them; as 
such the relater presence server can send the message that 
it is not idle itself however has an idle neighbor presence 
server to its neighboring presence servers.  

The algorithm is as takes after; when a presence server 
falls idle, it makes an impression on its neighbors. This 
message incorporates the number of the idle presence 
server, the message number, a counter and a field to focus 
the legitimacy of the message. The number of the presence 
server is, indeed, its id. Any presence server may fall idle 
many times; to focus the legitimacy of a message i.e. it is 
not a long ago lapsed message, a message number is 
utilized. "Counter" is a trademark to which one unit is 
included each one time a message is passed on starting 
with one presence server then onto the next and decides the 
separation of the message from the first idle presence 
server from which it began.  

The nearest recipient presence server spares the 
message whole with all its connected data and as to the 
route from which it came. On the off chance that a 
presence server achieves underloaded level it browses the 
got messages of nearest presence servers that which has the 
most priority level (i.e. the closest) and sends the message 
to its own particular nearest presence servers.  

The new load balancing algorithm 
If presence server p is idle 
if last_msg_num(p, 2)=0 then 
last_msg_num(p, 1):=last_msg_num(p, 1)+1; 
last_msg_num(p, 2):=1; 
for i:=1 to d do 
send message to direction i of presence server p(p, 
last_message_number(p, 1), 1, 1); 

end for 
end if 
If presence server p is underloaded 
min:=∞; 
walk:=∞; 
for i:=1 to d do 
if receive_msg(p, i, 4)=1 and receive_msg(p, i, 3) < walk 
and last_msg_num(receive_msg(p, i, 1),1)=receive_msg(p, 
i, 2) and last_msg_num(receive_msg(p, i, 1), 2)=1 then 
walk:=receive_msg(p, i, 3); 
min:=i; 
end if 
end for 
if min≠∞ then 
for i:=1 to d do 
if i≠min then 
send message to direction i of presence server p 
(receive_message(p, min, 1), receive_msg(p, min, 2), 
receive_msg(p, min, 3)+1, 1); 
end if 
end for 
end if 
If presence server p is overloaded 
if match(p)=0 then 
min:=∞; 
walk:=∞; 
for i:=1 to d do 
if receive_msg(p, i, 4) = 1 and receive_msg(p, i,3)<walk 
and last_msg_num(receive_msg(p,i, 1), 1) = 
receive_msg(p, i, 2) and 
last_message_number(receive_msg(p, i, 1), 2) =1 then 
walk:=receive_msg(p, i, 3); 
min:=i; 
end if 
end for 
if min≠∞ then 
p1:=p; 
p2:=get _presence serverid(p, min); 
idle_presence server:=receive_msg(p, min, 1); 
d1:=min; 
for i:=1 to walk do 
receive_msg(p1, d1, 4):=0; 
path(p, idle_presence server, i):=d1; 
if i≠walk then 
p1:=p2; 
p2:=−1; 
for j:=1 to d do 
if receive_msg(p1, j, 4)=1 and receive_message(p1, j,1) = 
idle_presence server and 
last_message_number(idle_presence server, 1) = 
receive_msg(p1, j, 2) and  last_msg_num(idle_presence 
server, 2) = 1 then 
d1:=j; 
p2:=get _presenceserverid(p1, d1); 
end if 
end for 
end if 
if p2=−1 then 
break; 
end if 
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end for 
if p2≠−1 and last_msg_num(idle_presence server,2)=1 
then 
last_msg_num(idle_presence server, 2):=2; 
match(p):=idle_presence server; 
end if 
end if 
end if 

Inevitably an over-burden presence server browses 
among its gotten messages the unified with the most 
priority in order to send an allotment of its heap to the 
presence server whence the message began.  

In this pseudo-code, d demonstrates the maximum 
number of neighbors that any presence server with in a 
framework typifying a particular convention can have; n is 
the quantity of presence servers in the framework. The 
last_msg_num exhibit of a n*2 cluster in which 
last_msg_num(p, 1) demonstrates the quantity of the last 
message sent by presence server p when out of gear status 
and last_msg_num(p, 2) demonstrates the current status of 
the message; on the off chance that it be zero the message 
is no more substantial, if 1 the message is legitimate and if 
2 it shows that the message has been gotten by an over-
burden presence server that it prepared to exchange burden 
to the idle presence server. After burden exchange the 
amount of this field will equivalent zero.  

V. PERFORMANCE EVALUTION 

The related architectures related to our implementation 
are PresenceCloud, Chord  and a Mesh based presence 
server architecture. We can perform tests up to 20000 users 
and 2048 Ps nodes by using packet level simulator. To 
simulate internet networks we apply King topology [16] 
and Brite topology [17]. 

The three metrics that are used to measure the 
performance of server architecture are 1) Total searching 
messages: This represent the aggregate number of 
messages exchanged between question initiator and 
alternate PS hubs. 2) Average searching messages per 
arrived user: the quantity of looking messages utilized for 
every arrived client. 3) Average searching latency: This 
speaks to that normal pal looking time for a portable client.  

Fig. 4.The normal message transmissions for every seeking 
operation 

The aggregate number of seeking messages is 
commanded by the client user arrival rate (η) essentially. 
Chord and mesh-base require substantial number of 
messages for seeking buddy lists where as PresenceCloud 
requires few messages. The normal number of seeking 
message transmissions is free of client entry design.  
Expanding the rate of client entry design does not expand 
the normal number of seeking message transmissions.

 

Fig. 5.Normal seeking messages versus number of PS hubs 

The above Fig. plots the normal number of seeking 
messages for every looking operation in different number 
of PS hubs. The normal message transmissions of 
Presencecloud increments bit by bit with the quantity of 
servers. Then again, the normal message transmissions of 

PresenceCloud is bounded by    4 × √n. Mesh-based 

performs poor than other two designs, it requires O(√n) 
searching complexity. The quantity of normal message 
transmissions develops gradually with the system measure 
in Presencecloud and Chord based designs. 

VI. CONCLUSION 

In this, we have presented a novel method to load 
balancing for presence servers. The proposed algorithm 
reduces the response time by distributing the messages to 
all other servers and improves the throughput of the 
system. 
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